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Building a Privacy-Preserving Smart Camera
System
Abstract: Millions of consumers depend on smart cam-
era systems to remotely monitor their homes and busi-
nesses. However, the architecture and design of pop-
ular commercial systems require users to relinquish
control of their data to untrusted third parties, such
as service providers (e.g., the cloud). Third parties
therefore can (and in some instances have) access the
video footage without the users’ knowledge or consent—
violating the core tenet of user privacy. In this paper, we
present CaCTUs, a privacy-preserving smart Camera sys-
tem Controlled Totally by Users. CaCTUs returns control
to the user ; the root of trust begins with the user and is
maintained through a series of cryptographic protocols,
designed to support popular features, such as sharing,
deleting, and viewing videos live. We show that the sys-
tem can support live streaming with a latency of 2 s at
a frame rate of 10 fps and a resolution of 480 p. In so
doing, we demonstrate that it is feasible to implement
a performant smart-camera system that leverages the
convenience of a cloud-based model while retaining the
ability to control access to (private) data.
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1 Introduction
Smart camera systems are changing the way consumers
secure their homes and businesses. Commercial cam-
era systems have been remarkably successful; they have
become the de facto monitoring system, as they offer
the following essential services with plug-and-play sup-
port: (1) watch live and recorded video feeds, (2) share
videos with others, (3) delete recorded videos, (4) re-
cover access to the system, and (5) perform a full fac-
tory reset. Yet, while the market demand for smart cam-
era systems continues to grow rapidly as reported by
Ring [10, 22, 23, 52], Wyze [53], and Arlo [4], consumers
have come to realize that the costs of owning a smart
camera system are not exclusively monetary.

Commercially available smart camera systems fol-
low a threat model that mandates undue trust by de-
sign; the service provider is granted unfettered access to
the video content of any consumer who uses their sys-
tem. Ring has recently come under legal scrutiny [17, 20]
for allowing more than 2,000 government agencies to
directly request videos from users without formal due
process [7, 30, 41, 44]. Perhaps even more troubling,
employees are viewing and annotating live user streams
for research [5, 13] while others are abusing their access
to view and share users’ videos online [25, 46]. More-
over, research has posited that these systems can be
transformed into mass surveillance systems, given their
widespread adoption [8–10, 28, 30, 34, 35, 43]. The mes-
sage behind the underlying design of modern smart cam-
era systems is clear: users do not have control over their
own videos and system, compromising user privacy.

To this end, we answer the following question: can
users afford all of the features present in commercial
smart camera systems, without compromising their pri-
vacy? A cryptographic approach is a plausible way to
protect users’ privacy in that it enables users to solely
assume control over videos stored in the cloud. However,
practical realizations of such systems face several key
challenges: cryptographic protections (e.g., encryption)
incur computational overheads, affecting system perfor-
mance, since stored videos are encrypted; a fine-grained
sharing scheme (i.e., sharing specific video fragments)
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requires a user-controlled key management system; and
generating, storing, rotating, and re-negotiating cryp-
tographic keys poses further challenges on performance
and usability. Troublingly, even if such challenges could
be addressed, recent events have demonstrated that en-
cryption alone is not sufficient to protect users from
abuses by governments through coercion [19, 29]. Thus,
meeting performance, security, privacy, and usability
goals demands a novel approach that is sensitive to the
unique requirements of this domain.

In this paper, we present CaCTUs, a privacy-
preserving smart Camera system Controlled Totally by
Users. Inspired by information privacy laws, CaCTUs is
designed to enforce three privacy goals through known
security properties; (1) the right to not be seen: the user
is assured confidentiality of stored videos and live video
streams, (2) the right of sole ownership: the user (and
only the user) is trusted, and has complete mediation
over access to their data by others, (3) the right to be
forgotten: deleted videos are not recoverable, even in
cases of coercion.

To meet the required feature set of commercial
systems and address the stringent technical challenges
and privacy goals of smart camera systems, we design
CaCTUs as follows: it allows the user to solely assume
control of the smart camera system through a direct
and physical pairing process (that is, without relying
on or trusting third parties); isolates and protects ac-
cess to video footage through encryption, key rotation,
and key management; enables viewing live and stored
videos through performance-aware cryptographic algo-
rithms; supports video deletion and factory reset via
key rotation and management; and provides fine-grained
(i.e., on the scale of seconds) peer-to-peer delegation of
video footage through a binary key tree. We make the
following contributions:
1. We present CaCTUs, a privacy-preserving smart

Camera system Controlled Totally by Users, that
returns controls of the system to users without com-
promising features found in commercial smart cam-
era systems.

2. We perform a functional user evaluation of our sys-
tem and find that CaCTUs is natural and easy to use,
all while meeting our privacy goals.

3. We perform a performance evaluation of CaCTUs on
a Raspberry Pi and find that we can serve a live
video stream at a resolution of 480 p, at a frame
rate of 10 fps, and with a latency of 2 s.

To encourage future privacy-preserving smart camera
systems, we release CaCTUs as open-source software,
available at https://github.com/siis/CaCTUs.

2 Background

2.1 Smart Camera Systems

A smart camera system is a collection of cameras that
are connected to the Internet, allowing owners (i.e.,
those who purchase and configure the system) to view
live and recorded videos of their homes from anywhere.
Most companies sell their systems as an integrated
ecosystem: cameras work with a purpose-built smart-
phone application that allows the owner to view footage,
delegate access, and administer their smart camera sys-
tem. At the core of these systems are five functions: (1)
recording and streaming, (2) sharing (delegation), (3)
deleting, (4) access recovery, and (5) factory reset. Each
function places requirements and motivates the archi-
tecture of the ecosystems available to consumers.
Recording and Streaming. Camera systems allow
owners to view live and recorded footage from all cam-
eras they own using an application on their smartphone,
allowing them to monitor the current status of their
property. As the most fundamental function provided
by camera systems, this is expected to work reliably
and globally: users want to be able to view footage any-
where, and recover footage even in the case of physi-
cal failures of the camera or home Internet connection.
To facilitate this, consumer smart camera systems cur-
rently entrust the data to a cloud provider, streaming
camera data to cloud storage as it is captured and mak-
ing it available to the owner’s device. As a result, access
to the footage is managed by the cloud provider, who
must be trusted to prevent unauthorized access.
Delegation. Owners want to share access to their cam-
era systems with others. We refer to this capability as
delegation. Whether used to provide a house-sitter with
access to live footage during a vacation, or sharing video
of an incident after the fact, this delegation is expected
to be fine-grained, meaning it applies to specific users
(delegatees) for only the portion of time that they need
access. Consumer smart camera systems allow policy
enforcement as a means of delegation: each user has an
attached policy for the time range of live or recorded
footage they may access, and cloud storage mediates
this to prevent delegatees from exceeding their policies.

https://github.com/siis/CaCTUs
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Fig. 1. Overview of the components and actors in the privacy-
preserving smart camera system CaCTUs: the camera devices and
the users’ devices are trusted while the cloud storage provider, the
networks, and any other third party are untrusted.

Deletion. Owners expect the ability to fully delete their
data to prevent further access by any party. The right of
consumers to delete their personal data has been codi-
fied in legal frameworks, such as the European General
Data Protection Regulation (GDPR) [40] and Califor-
nia Consumer Privacy Act (CCPA) [31]. As recorded
data from camera systems are saved to the cloud, owners
must trust cloud providers to delete their data when re-
quested, including copies stored elsewhere in the cloud.
Access Recovery. Since access to smart camera sys-
tems is mediated by a set of credentials (e.g., a user-
name and password), these systems must account for
the possibility of a user losing these credentials. When
authentication is performed by a cloud service, this is
relatively straightforward: the user’s identity is verified
via other means, such as a password reset through email.
As we will discuss, however, such recovery is only trivial
because of the trust assumptions of these systems, and
we will see that this critical function requires careful
thought under other trust models.
Reset. Finally, owners may wish to stop use of the
smart camera system. In this case, they will expect all of
their stored footage to be deleted, access to live footage
revoked, and the device returned to a condition where it
may be set up by another user. This is generally equiv-
alent to a delete operation for all stored data, followed
by resetting the physical camera itself.

2.2 Privacy in Smart Camera Systems

Smart camera systems have been shown to have both
privacy and security risks [5, 7, 12, 13, 25, 30, 41, 44, 46].
As a result, information privacy laws have been passed,
which aim to address expectations of privacy in online
and physical environments (e.g., the California Con-

sumer Privacy Act (CCPA), California Privacy Rights
Act (CPRA), and the European General Data Protec-
tion Regulation (GDPR), among others [6, 31, 32, 38–
40, 42]). However, these legal frameworks often suggest
vague, rather than concrete requirements for enforcing
privacy in specific end-user devices such as smart cam-
eras. Motivated by these recommendations and require-
ments necessary to prevent previously-discussed privacy
incidents, we can achieve a privacy-preserving system by
affording the system owner the following rights :
1. Right to not be seen: the owner is assured that

no unauthorized user can view stored videos or live
video streams.

2. Right of sole ownership: the owner retains full
control of their data and who they trust.

3. Right to be forgotten: deleted videos are not re-
coverable, even in cases of coercion.

In practice, these rights imply that device owners must
have exclusive control over the collection of data, its
uses, and the access delegations to it.

2.3 Threat Model

Our goal in this work is to demonstrate a smart cam-
era system that provides feature parity with commer-
cial systems while placing no trust in a cloud provider
or other third party. As such, we work under a threat
model wherein edge devices (i.e., the smart camera and
end-user devices) are trusted, but the cloud storage
provider, network, and any other third-party service are
untrusted (see Figure 1 for an overview of CaCTUs).

We only trust the devices owned by the users (cam-
eras, smartphones, laptops, or tablets) to securely han-
dle the encryption and decryption keys used in the sys-
tem, and we trust the device manufacturer to provide
us with a camera device that correctly executes its func-
tionality. This additionally implies that supply-chain ex-
ploits against the camera manufacturer are out of scope.
We trust the other applications running on the users’
devices (or that the operating system sufficiently iso-
lates these applications) and we assume that the cryp-
tographic algorithms used provide the advertised guar-
antees (e.g., Diffie-Hellman assumption [14] and RSA
public-key cryptosystem [45]).

We also acknowledge that access under our system
may be universally delegated: once granted access to a
video, a party is not prevented from sharing with oth-
ers or downloading and storing the videos somewhere
else. Partial mitigations to this may be considered, but
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